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What is the ALSC?

The atmosphere is nice , but the dessert was dreadful.

Aspect Category Aspect Term

food ambience dessert atmosphere

negative positive negative positive
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The atmosphere is nice , but the dessert was dreadful.

Aspect 

Category 

Category 

Detection

Category 

Sentiment

Classification

food，
ambience,

Service,…

Pre-defined

Category set

food

ambience

food negative

ambience positive

Aspect 

Term 

Term 

Detection

Nice atmosphere, but 

the dessert was terrible.

dessert

atmosphere

dessert negative

atmosphere positive

Aspect-level

Sentiment

Classificaiton

Peng Qi, Yuhao Zhang, Yuhui Zhang, Jason Bolton and Christopher D. Manning. 2020. Stanza: A Python Natural Language Processing Toolkit for Many Human Languages. In 

Association for Computational Linguistics (ACL) System Demonstrations. 2020.

https://arxiv.org/abs/2003.07082


ALSC models and tree structure 

Dependency result

Topological 

Structure

Tree-based 

Distance

Structure

Distance

dependent relation

dessert <-- “the”  “dreadful”
Atmosphere <-- “nice”  “,” “dreadful”
… 

distance value

dessert：
4  3  3  2  2  2  1  0  2  1  3

…

dependent relation & distance value

dessert:

“the” (1)  “dreadful” (1) “nice” (3) … 

ASGCN

RGAT

PWCN

Tree Implementation method Selected model

ASGCN: Aspect-Level Sentiment Analysis Via Convolution over Dependency Tree, Sun et al. (2019)

RGAT: Relational Graph Attention Network for Aspect-based Sentiment Analysis, Wang et al. (2020)

PWCN: Syntax-Aware Aspect-Level Sentiment Classification with Proximity-Weighted Convolution Network, Zhang et al. (2019)
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https://www.aclweb.org/anthology/D19-1569.pdf
https://www.aclweb.org/anthology/2020.acl-main.295.pdf
https://dl.acm.org/doi/pdf/10.1145/3331184.3331351


PTMs and tree structure
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PTMs

Impact Matrix

Dependency tree

Perturbed Masking Method

Tree decoding algorithm

Structural Probe

Structural Probe on Chinese

A Structural Probe for Finding Syntax in Word Representations, Hewitt and Manning (2019)

Perturbed Masking: Parameter-free Probing for Analyzing and Interpreting BERT, Wu et al. (2020)

苏剑林. (Jun. 10, 2020). 《无监督分词和句法分析！原来BERT还可以这样用》[Blog post]. Retrieved from https://spaces.ac.cn/archives/7476

https://www.aclweb.org/anthology/N19-1419/
https://www.aclweb.org/anthology/2020.acl-main.383/
https://spaces.ac.cn/archives/7476


Questions
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What about the comparison between:

1. Tree induced from PTMs  vs. Tree from dependency parser ?

2. Tree induced from PTMs  vs. Tree from task fine-tuned PTMs ?



Experiments: Experimental Setup
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• Task: Aspect-level Sentiment Classification

• Datasets:

Rest14 Pontiki et al., (2014)

Laptop14 Pontiki et al., (2014)

Twitter Dong et al. (2014)

• ALSC models

• PTMs: BERT, RoBERTa

https://www.aclweb.org/anthology/S14-2004.pdf
https://www.aclweb.org/anthology/S14-2004.pdf
https://www.aclweb.org/anthology/P14-2009.pdf
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Experiments: Trees

Pre-trained BERT

Pre-trained RoBERTa

Perturbed 

Masking

BERT Induced Tree

RoBERTa Induced Tree

Pre-trained BERT

Pre-trained RoBERTa

Fine-tune

Perturbed 

Masking

FT-BERT Induced Tree

FT-RoBERTa Induced Tree

◼ Dep. (Dependency tree)

◼ Left/Right chain

◼ BERT Induced Tree

◼ RoBERTa Induced Tree

◼ FT-BERT Induced Tree

◼ FT-RoBERTa Induced Tree

Trees



Experiments: Models and Trees
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ALSC models

⚫ASGCN

- Topological Structure

⚫ PWCN

- Relative Distance

⚫RGAT

- Structure & Distance

◼ Dep. (Dependency tree)

◼ Left/Right chain

◼ BERT Induced Tree

◼ RoBERTa Induced Tree

◼ FT-BERT Induced Tree

◼ FT-RoBERTa Induced 

Tree

Trees

Main

Experiments

Incorporate 

all trees 

with all ALSC 

models.



Experiments: Main Results

• Left/Right 
Chain
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VS BERT/RoBERTa 
Induced Tree

• Dep. VS BERT/RoBERTa 
Induced Tree

• BERT/RoBERTa 
Induced Tree

VS FT-BERT/RoBERTa 
Induced Tree
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Analysis: Discussions
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Analysis: Discussions

• Proportion of Neighboring Connections

• calculate the proportion of neighboring 
connections in the sentence.

• A neighboring connection links the word to its 
left/right neighbor word. 
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• Left/Right

chain
VS BERT/RoBERTa 

Induced Tree

• BERT/RoBERTa 
Induced Tree

VS FT-BERT/RoBERTa 
Induced Tree



Analysis: Discussions

• Aspects-sentiment Distance (AsD)

• the average distance between aspect and 
sentiment words.

• C  sentiment words set

• For Twitter  —— pre-defined words set

• For Rest14 and Laptop14 —— paired sentiment 
words to aspect （pAsD）
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• BERT/RoBERTa 
Induced Tree

VS FT-BERT/RoBERTa 
Induced Tree

More sentimentword-oriented!



Analysis: Surprise
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Conclusion
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What about the comparison between:

1. Tree induced from PTMs  vs. Tree from dependency parser ?

• Proportion of Neighboring Connections

• Aspects-sentiment Distance (AsD)

2. Tree induced from PTMs  vs. Tree from task fine-tuned PTMs ?

• PTMs adapt the implicitly entailed tree structure during the finetuning

• Tree from task fine-tuned PTMs is more sentiment-word-oriented even than the 
Tree given by parser

PTMs, YES ！



Thanks !

Q & A

Paper link

Github link

Paerwithcode

Explainaboard
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https://arxiv.org/abs/2104.04986
https://github.com/ROGERDJQ/RoBERTaABSA
https://www.paperswithcode.com/sota/aspect-based-sentiment-analysis-on-semeval
http://explainaboard.nlpedia.ai/leaderboard/task-absa/


Our Fine-tuning model


